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Abstract

Knowledge Distillation is known as an effective
technique to compress over-parameterized lan-
guage models. In this work, we propose to break
down the global feature distillation task into N
local sub-tasks. In this new framework, we con-
sider each neuron in the last hidden layer of the
teacher network as a specialized sub-teacher. We
also consider each neuron in the last hidden layer
of the student network as a focused sub-student.
We make each focused sub-student learn from one
corresponding specialized sub-teacher and ignore
the others. This will facilitate the task for the sub-
student and keep him focused. This method is
novel and can be combined with other distillation
techniques. Empirical results show that our pro-
posed approach outperforms the state-of-the-art
methods by maintaining higher performance on
most benchmark datasets.

1. Introduction
Large language models, also known as general purpose lan-
guage models, have revolutionized the NLP domain (Devlin
et al., 2018; Brown et al., 2020). They are large archi-
tectures composed of several transformer blocks (Vaswani
et al., 2017), typically trained on large unlabeled corpora
in a self-supervised way (Devlin et al., 2018; Brown et al.,
2020). They achieved state-of-the-art (SOTA) performance
on downstream tasks through fine-tuning when the data is
scarce (Devlin et al., 2018). However, as these models are
usually large, e.g., BERT has millions of parameters (Devlin
et al., 2018) and GPT-3 has billions of parameters (Brown
et al., 2020), they are not highly adapted to real-world ap-
plications. Model compression is an active area of research,
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where the model size is effectively reduced without a signif-
icant loss of performance (Xu & McAuley, 2022).

Knowledge Distillation (KD) by (Hinton et al., 2015) is one
of the effective compression techniques in NLP where the
knowledge of a highly capable large model, i.e., teacher, is
transferred to a smaller model, i.e., student. KD essentially
requires designing a loss function to minimize the distance
of the output or the intermediate representations between
the student and the teacher (Sanh et al., 2019). To distill
the intermediate representations, previous research relied
on the mean square error (MSE) as an objective function
between the student and the teacher global representations
(Sun et al., 2019; Jiao et al., 2019). However, this metric is
sensitive to scale (Saadi & Taimoor Khan, 2022) and it is not
accurate in high dimensional space(Aggarwal et al., 2001;
Houle et al., 2010). Other works used the cosine distance
as an alternative, but, it also has several limitations (Zhou
et al., 2022; Schütze et al., 2008) such as not performing
well with sparse data.

In this work, we propose a novel KD approach where we
reformulate the feature distillation task from a global prob-
lem to N local sub-problems. Each unit, i.e., neuron, in the
teacher’s last hidden layer is in charge of distilling its knowl-
edge to the corresponding unit in the student model. We
call this a one-to-one matching between the two networks.
In this new framework, we consider each neuron in the
teacher’s last hidden layer as a specialized sub-teacher and
each neuron in the student’s last hidden layer as a focused
sub-student. To distill the knowledge from each specialized
sub-teacher to each focused sub-student, we propose a local
correlation-based objective function. Local, i.e., per-neuron
basis. Empirical results show that studying the global fea-
ture distillation task from a local viewpoint helped the stu-
dent to meet the global teacher’s features representation. To
sum up, our contributions are the following:

• We reformulate the global feature distillation task into
N local sub-tasks where we do a one-to-one mapping
between the model units.

• We propose a local correlation-based objective function
for the distillation task.

• We conduct experiments on 8 GLUE datasets (Wang
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et al., 2018), the SQUAD V1, and the IMDB dataset,
where our approach performs the best in most cases.

2. Related Work
Knowledge distillation has been proven as an effective tech-
nique for model compression. It can be applied during
the pre-training stage to generate general-purpose distilled
models (Jiao et al., 2019; Sanh et al., 2019) and during the
fine-tuning stage to generate task-specific distilled models
(Zhou et al., 2021; Liang et al., 2020).

In (Kovaleva et al., 2019), the authors prove that large lan-
guage models, e.g., BERT, suffer from over-parametrization
in domain-specific tasks. Thus, previous work has been
improving the task-specific distillation. Several methods fo-
cused on enhancing the objectives of the distillation process.
These improvements mainly focused on which part of the
teacher architecture can be distilled into the student archi-
tecture such as the attention matrices (Jiao et al., 2019), the
different hidden states (Sun et al., 2019), and the prediction
layer (Hinton et al., 2015).

Coming up with effective metrics to distill the knowledge
from any part of the teacher into the student is critical. For
the logit-based KD, the KL divergence or the MSE are used
as objective functions to minimize the distance between the
logits of the student and the logits of the teacher (Hinton
et al., 2015; Zhou et al., 2021). Following that, in (Zhao
et al., 2022), the authors provided a novel viewpoint to
study the logit distillation by reformulating the classical
KL divergence loss into two parts, which showed a good
improvement. In the feature-based KD, the MSE and the co-
sine distance are mainly used as objective functions to align
the features representation of the teacher and the student
(Sun et al., 2019; Jiao et al., 2019; Sanh et al., 2019).

In this work, we argue that relying on the MSE and the
cosine distance as objective functions to align the interme-
diate representations between the student and the teacher
is not an optimal choice. MSE is sensitive to scale and
does not perform well in high-dimensional space. In a high
dimensional space, which is the case in a neural network,
the data tend to be sparse and all the data points become
uniformly distant from each other (Aggarwal et al., 2001;
Houle et al., 2010). In (Zhou et al., 2022), it also shows that
the cosine distance is not an accurate measurement of sim-
ilarity between BERT embeddings. Moreover, the cosine
distance measure can be also affected by sparsity. In fact, in
high-dimensional space, it can output large angles between
two sparse vectors although they are similar in the non-zero
components (Schütze et al., 2008). One other important
limitation of the cosine distance is that it is a global metric.
For example, let W1 be the output tensor of a given layer
in the teacher and W2 be the output of the corresponding

Figure 1. The scheme of our idea: X is the input batch. T is a given
sample. C is the cross correlation function. The Student and the
Teacher are modeled by f

′

θ
′ and fθ , respectively. Ys and Yt are

the features representation of the last hidden layer of the student
and the teacher, respectively.

layer in the student. If W1 = [1, 5] and W2 = [5, 1], then

the CosD(W1,W2) = 1− W1 ·W1

∥W1∥2 ∥W1∥2
= 0.6154. It is

high but in actual the layers learned the same representation.

Instead of treating the feature distillation as a global task,
we reformulate it as multiple local sub-tasks. Furthermore,
for each local KD sub-task, we propose a neuron-based
correlation objective function that operates across batches.
This improves the student’s ability to meet the global repre-
sentation provided by the teacher.

3. Methodology
In this work, we provide a new viewpoint on how to study
the feature distillation task. We break down the global KD
task into multiple local KD sub-tasks. Specifically, in the
last hidden layer of the teacher, we consider each unit as
a specialized sub-teacher. In the last hidden layer of the
student, we also treat each unit as a focused sub-student.
Each sub-student should concentrate and learn only from
the corresponding specialized sub-teacher. We call this a
one-to-one matching, which is reformulated as the cross-
correlation between the outputs of each sub-teacher and
each sub-student. Although our approach can be applied
to different student-teacher hidden layers, as in (Sun et al.,
2019), this work specifically focuses on the last layer.

Typically, in a KD framework, as illustrated in Figure 1, we
have the teacher network modeled by fθ, which is an over-
parameterized knowledgeable model. The student network
is modeled by f

′

θ′ which has a lower number of parameters
compared to the teacher. The input batch X is fed to fθ
and f

′

θ′ simultaneously to produce the batches of features
representation Yt and Ys, respectively.

Assuming that Yt and Ys are the features representation
of the last hidden layer of the teacher hLast

t and the last
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hidden layer of the student hLast
s , respectively. Ys and Yt

are assumed to be mean-centered over the batch dimension.
Assuming that hLast

t and hLast
s have N hidden units. The

uniti in hLast
t represents the sub-teacheri and the uniti in

hLast
s represents the sub-studenti. The sub-taski is distilling

the Knowledge from the sub-teacheri to the sub-studenti
by reducing the distance between the features learned by
each of them. To simplify the task for the sub-studenti and
to keep him focused, we force him to learn only from the
sub-teacheri and ignore the other teachers, i.e., neurons. We
reformulate the objective function in this one-to-one map-
ping as maximizing the cross-correlation between the two
variables yt

i and ys
i . yt

i and ys
i are the output values of the

sub-teacheri and the sub-studenti, respectively. The vari-
ables yt

i and ys
i have X samples coming from the different

examples in the input batch. Maximizing the correlation
across batches between the two aforementioned variables,
i.e., minimizing the following loss function:

Li = (1− Cii)
2

where Cii is the cross-correlation value between the vari-
ables yti and ys

i :

Cii =

∑|X|
b=1 y

t
b,iy

s
b,i√∑|X|

b=1 (y
t
b,i)

2

√∑|X|
b=1 (y

s
b,i)

2

b is the index of a given sample in the input batch X . i, j
index the output dimension of the last hidden layer in both
the teacher and the student. In fact, i is the index of the
ith element in the output and it is also the index of the ith
sub-teacher or sub-student in the last hidden layer. As we
want to make the task easier for the sub-studenti, so he can
effectively digest the received information, we force him to
mimic only the teacheri and ignore all the rest. This results
in minimizing the following term:

Ri =

N∑
j ̸=i

C2
ij

Thus, our final local KD loss function is:

LF
i = (1− Cii)

2 +

N∑
j ̸=i

C2
ij

In LF
i , the first term, is for maximizing the cross-correlation

over batches between the output of the sub-studenti and the
output of the sub-teacheri. The second term is for minimiz-
ing the cross-correlation between the sub-studenti and each
sub-teacherj given j ̸= i and j ∈ {1, 2, ..., N}. Our end
distillation loss is the sum of the N local KD losses.

LKD =

N∑
i

Li =

N∑
i

(1− Cii)
2 +

N∑
i

N∑
j ̸=i

C2
ij

Additionally, we introduce λ1 and λ2 as the weights to
control the contribution of the first term and the second term
of the loss function, respectively:

LKD = λ1

N∑
i

(1− Cii)
2 + λ2

N∑
i

N∑
j ̸=i

C2
ij

The final training loss of the original student is:

L = αLCE + βLKD

Where LCE is the classical cross entropy loss between the
student predictions and the ground truth labels. Empirically,
our one-to-one mapping effectively facilitated the alignment
of the student representation with the global teacher repre-
sentation. Our approach can be implemented with low cost
and can be combined with other KD methods.

4. Experimental Results
In our KD framework, the teacher is the BERT-base model,
with 110 million parameters, after being fine-tuned on each
of the datasets for 3 epochs. The student is the DistilBERT-
base with 66 million parameters. N is equal to 768. All
experiments are repeated for 5 random seeds, the maximum
sequence length is set to 128, and the batch size is set to 16.

4.1. Stand-Alone Experiments

In this stand-alone performance evaluation, we experiment
with the SQUAD-V1 and the IMDB datasets. We distill
the last hidden layer representation of the teacher to the
student. We add our designed KD loss, the MSE as in
(Sun et al., 2019), and the cosine distance as in (Sanh et al.,
2019), as stand-alone regularizers to the hard loss between
the student predictions and the ground truth labels. This will
show the effectiveness of our proposed objective function
for the feature distillation task. We experiment with 3 and
10 epochs. The weight of each KD stand-alone loss is fixed
to 1 (Sanh et al., 2019; Jiao et al., 2019).

In Table 1, BERT12 and Distilbert6 refer to BERT-base
with 12 transformer blocks and DistilBERT-base with 6
transformer blocks, respectively. Distilbert6-FT stands for
fine-tuning the student without any distillation. Distilbert6-
cosD stands for feature distillation with cosine distance
objective. Distilbert6-MSE stands for feature distillation
with MSE. We note that our proposed method achieves the
best results on the feature distillation task. It could beat MSE
and cosine distance, with a high range, on the squad and the
imdb datasets. The results show that our approach performs
best when the distillation task is run for 3 epochs. It has
78.79% and 86.95% as Exact Match (EM) and F1 on the
squad dataset, respectively. It also has 93.87% as accuracy
on the imdb dataset. For 10 epochs, while the performance
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Table 1. Stand-Alone regularizers: SQUAD-V1: The evaluation reported as Exact Match (EM) and F1 on the dev set. IMDB: The
evaluation reported as accuracy on the test set. Results are the average and the standard deviation of 5 random seeds. Left: Distillation
was run for 3 epochs. Right: Distillation was run for 10 epochs.

Approach SQUAD-V1 (%) IMDB (%)

BERT12(teacher) 80.36/88.13 94.06

Distilbert6-FT 77.43±0.22/85.67±0.10 93.19±0.09
Distilbert6-cosD 77.82±0.29/85.92±0.23 93.66±0.08
Distilbert6-MSE 77.72±0.21/85.86±0.12 93.49±0.08
Distilbert6-ours 78.79±0.12/86.95±0.06 93.87±0.01

Approach SQUAD-V1 (%) IMDB (%)

BERT12(teacher) 80.36/88.13 94.06

Distilbert6-FT 74.32±0.37/83.69±0.31 92.71±0.08
Distilbert6-cosD 75.78±0.27/84.57±0.11 93.90±0.08
Distilbert6-MSE 75.17±0.18/84.25±0.15 93.82±0.07
Distilbert6-ours 79.46±0.08/87.48±0.05 93.96±0.01

Table 2. Results on the GLUE dataset: Evaluation reported on the dev set as the average of 5 random seeds. All values are in (%).

Approach MRPC RTE CoLA SST-2 STS-B MNLI QNLI QQP

BERT12(teacher) 87.86 66.79 54.84 90.02 89.30 82.85 90.70 88.04

Distilbert6-FT 84.48 56.17 44.28 89.54 85.40 80.41 86.71 87.79
Distilbert6-CosD 85.38 63.75 46.82 89.79 85.59 80.51 88.62 87.78
Distilbert6-MSE 86.04 62.38 47.35 89.79 85.42 80.12 88.13 87.90
Distilbert6-PKD 86.06 62.24 47.28 90.05 85.77 81.62 87.16 88.33
Distilbert6-KD 84.56 56.53 45.86 89.63 85.50 80.51 87.71 87.60
Distilbert6-ours 86.57 63.83 50.73 90.44 85.66 82.76 89.54 88.04

of the other approaches decreased, ours effectively increased.
It achieves 79.46% and 87.48% as EM and F1, respectively,
on the squad dataset and 93.96% on the imdb dataset. This
proves that our approach facilitates the convergence of the
student’s representation to the teacher’s representation and
results in a better-generalized student. Another noteworthy
aspect, is that the standard deviation of our approach is
always low which indicates the stability and consistency of
our resulting student model compared to others.

4.2. Comparison With Competing Methods

In this evaluation part, we compare the performance of
our proposed approach with the competing methods on the
commonly used GLUE benchmark dataset (Wang et al.,
2018) for knowledge distillation in NLP. For comparison,
we fine-tune the student on the tasks without distillation. We
report the stand-alone results for MSE and cosine distance.
We also generate the results of vanilla KD (Hinton et al.,
2015) and PKD (Sun et al., 2019). For the PKD approach,
we use a similar setting to (Sun et al., 2019). For the rest
of the baselines, similar to (Sanh et al., 2019; Zhou et al.,
2021), the number of epochs is set to 3. The temperature
is set to 2 for the vanilla-KD (Hinton et al., 2015). All
weights in loss functions are fixed to 1 except for the vanilla-
KD, loss weight is chosen from {0.4, 0.5, 0.6} (Sun et al.,
2019) and 0.4 is the best match. In our approach, λ1, λ2,
α, and β are set to 1, 5.10−3, 0.5, and 5.10−3, respectively.
These values are found after running a search on the best

hyper-parameter value. The number of epochs is set to 3.

The GLUE benchmark dataset is composed of several sub-
datasets of different tasks. QQP, MRPC, and STS-B are
for paraphrase similarity matching. SST-2 is for sentiment
classification. MNLI, QNLI, and RTE are for natural lan-
guage inference. CoLA is for linguistics acceptability. For
MRPC and QQP we report the combined score from F1 and
accuracy. For STS-B we report the combined score from
Pearson and Spearman correlations. For CoLA we report
the Matthew’s correlation. For the rest of the tasks, accuracy
is the metric.

As shown in Table 2, our approach outperforms KD, which
stands for vanilla-KD (Hinton et al., 2015), and the PKD
baselines on most of the GLUE tasks. Although our dis-
tillation objective is applied as a stand-alone between the
last hidden layer of the student and the teacher, it could
beat PKD. Note that PKD uses the MSE objective between
several layers of the student and teacher networks. It also
includes the vanilla-KD in its final loss. This reflects the
effectiveness of our proposed approach.

5. Conclusion and Future Work
In this paper, we reformulated the global feature distilla-
tion problem into N local sub-problems. We proposed a
one-to-one matching between each neuron in the last hid-
den layer of the teacher, i.e., specialized sub-teacher, and
each neuron in the last hidden layer of the student. i.e.,
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focused sub-student. To achieve this goal, we proposed a
local correlation-based loss. Our approach only requires
the teacher and the student to have the same last hidden
layer size. Several experiments proved the effectiveness and
consistency of our method. It is also worth mentioning that
our approach can be added to any KD method in NLP or
vision. Future work includes exploring the same distillation
process with several intermediate layers.
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